
Quantifying Uncertainty 

Chapter 13 



Acting Under Uncertainty 

§   Every possible explanation has to be accounted for 

Partial sensor info is badly handled in logic because  

•  No matter how unlikely the explanation is 
•  Which leads to very large and complex belief-states (BS) where 
•  BS are a representation of the set of all possible word states 

§   Every explanation must have a contingency action 
•  No matter how unlikely the contingency is 
•  Hence correct contingency plans can grow arbitrarily large 

§   Often there is no plan guaranteed to achieve the goal 
•  Yet the agent must act and therefore it 
•  Must have a way of comparing the merits of alternative plans 



Acting Under Uncertainty 

§   Form a plan A90: meaning that it 

Taxi driver: Deliver a passenger on time at the airport  

•  Leaves home 90 minutes before the flight departs and 
•  Driving at a reasonable speed to not get a ticket 

§   Even though the airport is only 5’ away a logical TD agent 
•  Will not be able to conclude that plan A90 is true. Instead is says 
•  A90 is true as long as: car doesn’t break, run out of gas, meteorite … 

§   None of these conditions can be deduced for sure, so 
•  The plan’s success cannot be inferred 
•  This is called the qualification problem! 



Acting Under Uncertainty 

§   Plan A90: does in some sense the right thing as 

Taxi driver: Statistical approach  

•  It is expected to maximize the agent’s performance measure (PM) 
•  PM: arriving on time, avoiding tickets, and long wait at airport 

§   Agent’s knowledge cannot guarantee with certainty A90  
•  But it can provide some degree of belief that it can be achieved 
•  A120 will increase certainty, but also the likelihood of a long wait 

§   The rational decision depends on the relative importance 
•  Of the various goals such as arriving on time, no speeding, wait time 
•  And the degree to which they will be achieved 



Summarizing Uncertainty 

§   Consider the rule: 

Diagnosing a dental patient’s toothache (uncertainty)  

•  Problem: this rule is wrong! 
•  Not all patients with toothaches have cavities.  

§   Try fix 1:  
•  Problem: to make rule true, one has to add an unlimited list 

§   Try fix 2: 
•  Problem: this rule is wrong! 
•  Not all cavities cause pain 

 Toothache → Cavity

 Toothache → Cavity∨ Abscess∨GumDisease∨ ...

 Cavity → Toothache



Summarizing Uncertainty 

§   Laziness: It is too much work to 

Logic fails in medicine for three main reasons:  

•  List the complete set of antecedents or consequents  
•  Such rules are too hard to use if these lists are complete 

§   Ignorance 1: Medicine has no complete theory 
•  Hence, there is no way to write complete antecedents or consequents 

§   Ignorance 2: Even if we know all the rules 
•  We may be uncertain about a particular patient because 
•  Not all necessary tests have been or can be run 

Other similar domains: law, business, repair, dating,…  



Summarizing Uncertainty 

§   Probability theory: The main tool for handling such degrees 
Agent’s knowledge can only provide a degree of belief  

§   The same: The word consists of facts that hold or do not hold 
Ontological commitments of logic and probability theory  

§   Logic: believes such facts to be 0, 1, or no opinion  
Epistemological commitments of logic and probability theory  

§   Probability theory: has a numerical degree of belief between 0 and 1 

§   With source: being laziness and ignorance  
Probability theory allows to summarize uncertainty  

§   PT statements: reflect a knowledge state, and not a word state  



Uncertainty and Rational Decisions 

§   Preferences: Allow a rational agent to decide which one is better 
Is A180 better than A120 or A90?  

§   Utility: Every state has a degree of usefulness or utility to the agent 
Utility theory allows to represent and reason with preferences  

§   Preference: The agent will prefer states with higher utility 

§   Decision Theory  = Probability Theory + Utility Theory 
Decision theory combines probabilities with utilities  

§   Rational = Chose actions that maximize the expected utility (MEU)   

§   Outcome: A completely specified state, including preference values  



Decision-Theoretic Agent     

Agent 

Sensors 

Actuators 

Percepts 

Actions 

How happy I am in this state 

What is my utility 

state, action 

How the world evolves What it will be if I do action A 

What the world is like now 

What my actions do 

What action should I do now 

function Decision-Theoretic-Agent (percept) returns action 
    persistent state, action, model, rules 
    state = Update-State(state, action, percept, model) 
    probabilities = compute outcome probabilities for all actions given state and model 
    action = select action with highest expected utility given probabilities and utility info 
    return action 



Probabilistic Reasoning 
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Random variables have distributions 
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