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Introduction and Basic Concepts

While the focus of this book is on algorithms rather than mathematical logic,
the two points of view are inevitably mixed: one cannot truly understand
why a given algorithm is correct without understanding the logic behind it.
This does not mean, however, that logic is a prerequisite, or that without
understanding the fundamentals of logic, it is hard to learn and use these
algorithms. It is similar, perhaps, to a motorcyclist who has the choice of
whether to learn how his or her bike works.

He or she can ride a long way without such knowledge, but at certain
points, when things go wrong or if the bike has to be tuned for a particular
ride, understanding how and why things work comes in handy. And then
again, suppose our motorcyclist does decide to learn mechanics: where should
he or she stop? Is the physics of combustion engines important? Is the “why”
important at all, or just the “how”? Or an even more fundamental question:
should one first learn how to ride a motorcycle and then refer to the basics
when necessary, or learn things “bottom-up”, from principles to mechanics
from science to engineering — and then to the rules of driving?

The reality is that different people have different needs, tendencies, and
backgrounds, and there is no right way to write a motorcyclist’s manual that
fits all. And things can get messier when one is trying to write a book about
decision procedures which is targeted, on one hand, at practitioners — pro-
gramimers who need to know about algorithms that solve their particular
problems — and, on the other hand, at students and researchers who need to
see how these algorithms can be defined in the theoretical framework that
they are accustomed to, namely logic.

This first chapter has been written with both types of reader in mind. It
is a combination of a reference for later chapters and a general introduction.
Section 1.1 describes the two most common approaches to formal reasoning,
namely deduction and enumeration, and demonstrates them with proposi-
tional logic. Section 1.2 serves as a reference for basic terminology such as
validity, satisfiability, soundness and completeness. More basic terminology is
described in Sect. 1.3, which is dedicated to normal forms and some of their
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properties. Up to that point in the chapter, there is no new material. As of
Sect. 1.5, the chapter is dedicated to more advanced issues that are necessary
as a general introduction to the book. Section 1.4 positions the subject which
this book is dedicated to in the theoretical framework in which it is typically
discussed in the literature. This is important mainly for the second type of
reader: those who are interested in entering this field as researchers, and, more
generally, those who are trained to some extent in mathematical logic. This
section also includes a description of the types of problem that we are con-
cerned with in this book, and the standard form in which they are presented
in the following chapters. Section 1.5 describes the trade-off between expres-
siveness and decidability. In Sect. 1.6, we conclude the chapter by discussing
the need for reasoning about formulas with a Boolean structure.

What about the rest of the book? Each chapter is dedicated to a different
first-order theory. We have not yet explained what a theory is, and specifi-
cally what a first-order theory is - this is the role of Sect. 1.4 — but some
examples are still in order, as some intuition as to what theories are is required
before we reach that section in order to understand the direction in which we
are proceeding.

Informally, one may think of a theory as a finite or an infinite set of formu-
las, which are characterized by common grammatical rules, allowed functions
and predicates, and a domain of values. The fact that they are called “first-
order” means only that there is a restriction on the quantifiers (only variables,
rather than sets of variables, can be quantified), but this is mostly irrelevant
to us, because, in all chapters but one, we restrict the discussion to quantifier-
free formulas. The table below lists some of the first-order theories that are

covered in this book.!

Theory name Example formula Chapter
Propositional logic  z A{za V —x3) 2
Equality v =y2 Ay =y3) = =y = ua) 3,4
Linear arithmetic (221 + 320 <B)V (22 + B2z — 1023 2 6) 5
Bit vectors ({a>>b) & c) <c 6
Arrays (i=jnaljl=1) = afi] =1 7
Pointer logic p=ghip=5 =% %¢=273 8
Combined theories (1 < jAaljl=1) == alil <2 10

In the next few sections, we use propositional logic, which we assume the
reader is familiar with, in order to demonstrate various concepts that apply
equally to other first-order theories.

! Here we consider propositional logic as a first-order theory, which is technically
correct, although not common.
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1.1 Two Approaches to Formal Reasoning

The primary problem that we are concerned with is that of the validity (or
satisfiability) of a given formula. Two tundamental strategies for solving this
problem are the following:

e The model-theoretic approach is to enumerate possible solutions from
a finite number of candidates.

e The proof-theoretic approach is to use a deductive mechanism of rea-
soning, based on axioms and inference rules, which together are called
an inference system.

These two directions — enumeration and deduction - are apparent as early
as the first lessons on propositional logic. We dedicate this section to demon-
gtrating them.

Consider the following three contradicting claims:

1. If z is a prime number greater than 2, then z is odd.
2. It is not the case that z is not a prime number greater than 2.
3. x is not odd.

Denote the statement “z is a prime number greater than 2”7 by A and the
statement “z s odd” by B. These claims translate into the following propo-

sitional formulag:
A = B.

——A .
-B.

(1.1)

We would now like to prove that this set of formulas is indeed inconsistent.

1.1.1 Proof by Deduction

The first approach is to derive conclusions by using an inference system. In-
ference rules relate antecedents to their consequents. For example, the
foliowing are two inference rules, called modus ponens (M.P.) and CONTRA-
DICTION:

@2 |
2 ¥ (CONTRADICTION) . (1.3)

FALSE
The rule M.P. can be read as follows: from p; == ¢ and y; being TRUE,
deduce that oy is TRUE. The formula ¢4 is the consequent of the rule M.P.
Axioms are inference rules without antecedents:

- (DOUBLE-NEGATION-AX) .
T @ ’

(1.4)

(Axioms are typically written without the separating line above them.) We
can also write a similar inference rule:


































