Deductive Verification of Software —
Exercises and Solutions

(6.0 VU Formal Methods in Computer Science)
WS 2012/2013

Exercise 1
Let p be the following program:

T:=x+Y;
if £ <0 then
abort
else
while x # y do
T :=x+1;
yi=y+2
od
fi

(a) Show that p is syntactically correct with respect to the definition of TPL.

(b) Let o be a state such that o(x) =1 and o(y) = 5. Compute [p] o, using
e the structural operational semantics
e the natural semantics

of TPL.

(c) Show that {x =2y Ay >2}p{xz =y} is totally correct
e by computing the weakest precondition of the program;
e using the Hoare calculus;

e using annotation rules.



Solution

(a) Syntax check: We give a parallel derivation! for the program, using the productions
of the context-free grammar for TPL (see slides).

P=,P;P
=, V:=&; if £ then P else P fi
=p x:= (EBE); if (EBE) then abort else while £ do P od fi
=,z :=(V+V);if (V<N) then abort else while (£ BE) do P; P od fi
x < 0) then abort else while (V #V) do V:=E&;V:=E od fi
x < 0) then abort else while (z # y) do x := (EBE); y := (EBE) od fi
x < 0) then abort else while (x # y) do x := (V+N); y:= (V+N) od fi
x < 0) then abort else while (x #y) do z := (x +1); y := (y + 2) od fi

= (
=px = (z+y); if
épx *(:U+y) if

= (z +y); if

= (z+y); if

|

o~~~ o~

(b) Structural operational semantics: We compute a complete program run. The
final state is, by the definition of the semantics, the result of [p] o

(p,o) = (x :=x+y;if --- fi, 0)
(x:=x+y, o)
= 01 where 01(z) = [t +y]o =6 and 01(y) =o(y) =5
= (if < 0 then abort else while x # y do --- od fi, 01)
= (whiltx#ydoz:=x+1;y:=y+2od, 01)
since [x < 0] o1 = (01(x) < 0)=(6<0)=0
= (z:=c+Ly=y+2;whilex#ydoz:=x+1;y:=y+2od, 01)
since [z £ ylo1 = (o1(x) £ o1(y)) = (6 £5) = 1
[(z:=2x+ Ly:=y+2, 01)
(=241, 01)
= 09 where o3(z) =[x + 1] 01 = 7 and o2(y) = 01(y) =5
= (y:=y+2,09)
= (y:=y+2;whilez#Aydox:=x+1;y:=y+2od, 09)
[(y:=y+2, 09)
| = 03 where o3(y) = [y + 2] 02 = 7 and o3(x) = o2(z) =7
= (whilex #ydoz:=x+1;y:=y+2 od, o3)
= o3
since [z # y|og = (o3(x) #03(y)) = (T#7) =0

Therefore we have [p] o = o3.

Tn a parallel derivation a derivation step consists in replacing all variables in the expression simulta-
neously (in parallel) by the right-hand side of some production.



Natural semantics:

plo=[z:=x+yif - fijo
=[if -+ fijlx:=2x+ylo
= [if x < 0 then abort else while  # y do --- od fi] o1
where 01(z) = [z +ylo =6 and o1(y) = o(y) =5
= [whiltzx#ydoz:=2+1,y:=y+2od|o;
since [z < 0] = (01(z) <0)=(6<0)=0
=lz:=x+Ly:=y+2;whilex#ydox:=z+1;y:=y+2od oy
since [z # ylo1 = (01(x) # 01(y)) = (6 #5) =1
=whilez#ydox:=z+1l;y:=y+2od]fz:=z+1L;y:=y+2]01
=whilez#ydox:=z+1;y:=y+2odly:=y+2|[z:=x+1] 0
=whilez#ydox:=c+1;y:=y+2od|[y:=y+2 o9
where o2(z) =[x + 1] 01 = 7 and o2(y) = 01(y) =5
= [whilezx#Aydoz:=2+1;y:=y+2od]os
where 03(y) = [y + 2] 02 = 7 and o3(x) = 02(x) =7
=03

since [z # y] o3 = (73(x) # o3(y)) = (T £7) =0

(c) Correctness proof via weakest preconditions: We show that the precondition
implies the weakest precondition of the program with respect to the postcondition.

wp(z =z +y;if -,z =y) =wp(z =z +y, wp(if -, 2 =y))

wp(if -,z =1y)
= ((x <0 Awp(abort,z =y)) V (x > 0 A wp(while --- |, x =y)))
= ((x < 0 Afalse) V (x > 0 A wp(while -+, z =1y)))
= (false V (x > 0 A wp(while -+, x =y)))
= (z > 0 Awp(while ---, z =y))
wp(while -+, z=y) =3 >0F;

Fo:=(z£yhe=y
Fi:z#yAwplx:=z+Ly:=y+2 x=y)
=(x#yNez+1=y+2)
=(x=y+1)
Fi:x=y+i (guess)
Fiii:z#yAwple:=z+ Ly:=y+2, F)
=r#yN(xz+1)=(y+2)+1i
=zx#yhrx=y+i+1
=(rx=y+i+1) (proof)
=3 >0(z=y+i)
=x 2y



=x>0Nzx>y)

=wpx:=z+y, z>0Ax>y)
=(xz+y)>0AN(z+y) >y
=(z+y)>0Ax>0

It remains to show that the precondition implies the weakest precondition.

r=2yNy>2=wp(p,x=uy)
= (z+y)>0Az>0

The two conjuncts of the conclusion can be proven separately:

r=2yNy>2=(x+y)>0
T=2yNy>2=2x>0

The first implication is valid, since x = 2y and y > 2 imply (z +y) = 3y > 6 > 0.
The second implication holds since x = 2y and y > 2 imply « > 4, which implies
the conclusion > 0.

Correctness proof via the Hoare calculus: The Hoare derivation is shown in
figure 1. It remains to find formulas F' and G and an expression e such that the
implications 1, 2, 4, 6 and 7 are valid.

We guess a suitable formula F' by forward reasoning. The new value of x is the old
one plus the value of y, hence the old value can be obtained after the assignment by
evaluating z —y. We obtain z —y = 2y Ay > 2 as description of the states after the
assignment, therefore we choose F' = (x = 3y Ay > 2). Now we are able to prove
implications 1 and 2.

Validity of implication 1:

(x=2yNy>2)= Flz/z+y|
(x=2yNy>2)=(r+y=3yAy>2)

The first conjunct of the conclusion, x + y = 3y, is implied by the first conjunct of
the premise, and the second conjunct of the conclusion, y > 2, is part of the premise.

Validity of implication 2:

(F ANz <0)= false
(x=3yAy>2Az<0)=false

The premise is contradictory: y > 2 implies 3y > 6, while x = 3y and = < 0 imply
3y < 0. Therefore the implication holds in every state.
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Figure 1: Derivation of {x =2y Ay > 2} p{x = y} in the Hoare calculus, where p is

the program of exercise 1.



To obtain a suitable variant e we rewrite the loop condition = # y as x —y # 0. We
observe that the expression x — y decreases in each iteration and equals zero when
the loop terminates. Therefore we guess e = = — y.

The main purpose of invariant G is to guarantee the partial correctness of the loop: It
has to be strong enough to imply the postcondition (implication 6), while being at the
same time weak enough to be implied by the precondition of the loop (implication 4)
and being maintained throughout the iterations (first conclusion in implication 7).
In this example implication 6 is valid for any choice of G, since the negated loop
condition already implies the postcondition. Hence we choose the weakest possible
invariant, G' = true, which obviously also satisfies the other implications.

The second purpose of the invariant is to ensure properties of the variables needed
for showing that e is a variant. To prove e > 0 we need to assume x > y; obviously
the loop only terminates for such states. This property has to be guaranteed at the
start of the loop and after each iteration. Therefore we add it to the invariant and
obtain G = (true Az > y) =x > y.

Validity of implication 4:

(FANx £0)=G
(r=3yANy>2Ax>0)=>zx>y

x >y follows from = = 3y and the fact that y is non-negative (because of y > 2).
Validity of implication 6:
(GA-z#y)=z=y
(Ghz=y)=zx=y
The conclusion is part of the premise.
Validity of implication 7:

(GAO<e<z)ly/y+2z/z+1]
(x2yn0<z—y<2)y/y+2z/z+1]
> (y+2) A0 <z — (y+2) < 2)[z/z + 1]
41> y+2 A0 < (z41) — (y+2) < 2)
>y+1N0<z—y—1<2)
0<zr—-y—-1<z

~—~

(Note that > y+1 is the same as 0 < x—y—1.) The condition x > y in the premise
is equivalent to 0 < xz — y — 1, and the condition x —y = z implies z —y — 1 < z.

Since all implications obtained by the Hoare calculus are valid, this initial correctness
assertion is totally correct.



Correctness proof using annotation rules: We annotate the program with addi-
tional assertions. The order of rule applications is indicated by the numbering of formu-
las. The order as well as the kind of rules is not uniquely determined; other annotations
are possible.

{liz=2yNy>2}

T =T+ Y;

{3: /(@' =2y Ny>2A Nz =2"+y)} asl
if z <0 then

{4: (Formula 4) Az <0} if]

{6: false } abt

abort

{7: false} abt

{8:z=y} fit
else

{5: (Formula 4) Az £ 0} if]

{10: G} wht"

while x # y do

{11: GAx#yANe=2z} wht”

{15: (GAO<e<2)y/y+2|[z/z+1]} ast

r:=x+1;
{l4: (GANO<e<2)y/y+2]} ast
yi=y+2
{12: GAO<e< 2z} wht”
od
{13: GA-z#y} wht”
{9:z=y} fit
fi
{2: 2=y}

We start by simplifying formula 3:

32/ (' =2y Ay >2 Nz =2"+y) =T (2 =2y ANy >2N 2 =2y+y)
=y>2Ax=3yAd (2 =2y)
=y>2ANz =3y

For G and e we choose the same invariant and variant as above. It remains to prove the
validity of five implications: 4 = 6, 7= 8, 5 = 10, 11 = 15, and 13 = 9. The formula
7 = 8 is trivially true (false implies everything). The other four implications are the
same as derived by the Hoare calculus above.



Exercise 2

Consider the following modified if-rule:

{(Fip{G}; {Fi¢{G}
{F}if ethen pelse ¢ fi{G}

if"")

(a) Show that the rule is admissible (for partial and total correctness).
Hint: Derive the new rule using rules that we alreay know to be admissible.

(b) Show that the Hoare calculus is no longer complete, if the regular if-rules (if) and
(if") are replaced by the rule (if”).

Hint: Find a correctness assertion that is correct (argue why it is!) but that cannot
be derived in the modified calculus (explain why it can’t!).

Solution

Admissibility: We show that the conclusion of the rule (if”) can be derived from its
premises using the rules (if) and (Ic). Since the latter rules are correct for proving total
correctness, the former is also correct.

Fhne=F {F}p{G} . FA-e=F {F}q{G}

(Fhretp{G} ) {(Fre}p{G}
{F}ifethenpelse g fi{G} ‘

(Ic)

The premises F Ae = F and F' A —e = I are tautologies, hence the total correctness of
{F}p{G}and { F}q{G} implies the total correctness of { F' } if e then p else ¢ fi { G }.

Incompleteness: Consider the correctness assertion
{true} ife =ythenz:=x+1lelseskipfi{z#y} .
The assertion is partially and totally correct, since we have:

{1: true}

if £ =y then
{7:trueNz =y} if]
{6:2+1#y} ast

ri=x+1
{drz#y} fit

else

{8:truenz #y} if|
{(p:a#y} skb
skip

{3:z#y} fit

fi

{2:2#y}



and the two implications true ANz =y =2 +1#y (7=06) and true Nz #y = #y
(8 = 5) are valid.

In the modified calculus only two rules are applicable to the assertion above: if”
and lc. Rule lc weakens the pre- and strengthens the postcondition. The precondition
true cannot be weakened any further; the postcondition can be strengthened to a for-
mula G such that G = z # y. Then if” has to be applied, resulting in the premises
{true} z: =2+ 1{G} and {true} skip{ G}, both of which are wrong and therefore
cannot be derived by a correct calculus.

Summarising, the assertion above is correct, but cannot be derived in the modified
Hoare calculus. Therefore the calculus is not complete.

Exercise 3

Consider the rule
{Fip{G}
{HANF}p{GANH}

where F, G, H are formulas and p is a program.
(a) Show that the rule is not admissible in general.

(b) Show that the rule is admissible, if H does not contain any variable that occurs
on the lefthand side of an assignment in p. Can you think of situations where this
restricted rule might be useful?

Solution

(a) To show that the rule is not admissible it suffices to find a true correctness assertion,
where application of the rule leads to a false assertion.

Consider the assertion { true } x := 0{z = 0}, which is obviously true. If we apply
the rule for H = (x = 1) we obtain the assertion {x =1}z :=0{z=0Azx =1}, or
equivalently {x = 1}z := 0{false }. This assertion is false: For each state o such
that o(z) = 1 the program terminates in a state that clearly does not satisfy false.

(b) We first show that { H } p{ H } is partially correct, if the formula H does not con-
tain any variable that occurs as lefthand side of an assignment in program p. We
perform an induction on the structure of p; as induction hypothesis we assume that
{H }p'{H} is partially correct for all proper sub-programs p’ of p.

p =skip: { H }skip{ H } is an instance of the skip-axiom.

p = abort: { H }abort{ H } is an instance of the abort-axiom.

p=v:=e {H}v:=e{H} is an instance of the axiom { Flv/e]}p{F }, since
H[v/e] simplifies to H because H does not contain v. (Note that we need
here (and only here) the restriction regarding H and assignments.)



p = p1;p2: By induction hypothesis the assertions { H } p1{ H } and { H }p2 { H }
are partially correct. Applying the sequential composition rule (sc) we see that
{H }p{H} is also partially correct.

{Hip{H} {H}p2{H}
{H}Ypi;p{H}

(s<)

p = if e then p; else po fi: By induction hypothesis the assertions { H } p1 { H } and
{ H }p2 { H} are partially correct. Applying the logical consequence rule and
the if-rule we obtain:

Hnhe=H {H}pl{H}1 HAN-e=H {H}p{H}

(Ic)
{Hnre}lp {H} {HAze}pp{H} o
{H }if e then p; else po fi{ H }

(Ic)

The implications (HAe) = H and (HA—e) = H are valid, therefore { H } p{ H }
is partially correct. (See also the discussion of the modified if-rule in exercise 2.)

p = while e do p; od: By induction hypothesis the assertion { H } p; { H } is partially
correct. Applying the logical consequence rule and the while-rule we obtain:

(Hne)=H {Hjpi{H}
{HAe}pi {H} iy
{ H } while e do p; od{ H A —e} (HN—-e)=H
{ H } while e do p; od{ H }

(Ic)

(Ic)

The implications (HAe) = H and (HA—e) = H are valid, therefore { H } p{ H }
is partially correct.

We now return to the original problem.

If{F}p{G?} is partially correct, then { H ANF } p{ G A H } is partially correct:
Let o be an (H A F)-state, i.e., o is an H-state as well as an F-state. Suppose
o' = [p] o is defined. Since { F'} p{ G} is true, we have that ¢’ is a G-state. From
above we know that { H } p{ H } is also true; hence o’ is also an H-state. Therefore
o' is a (G N\ H)-state. We conclude that { H A F } p{ G A H } is partially correct.

If {F}p{G} is totally correct, then { HANF }p{G A H} is totally correct:

Let o be an (H A F)-state, i.e., o is an H-state as well as an F-state. Since
{F}p{G} is true, we know that o/ = [p]o is defined and that o’ is a G-state.
From above we know that { H } p{ H } is also true; hence ¢’ is also an H-state.
Therefore o’ is a (G A H)-state. We conclude that { H A F }p{G A H } is totally
correct.

What is the rule good for? This rule is useful for proving properties of program
parts locally and adding the information about the global context (i.e., about the
other variables not relevant for the program part under consideration) afterwards.

10



As an example, suppose that under the precondition £} the program p; computes
some function fi, i.e., the assertion Ay = { F} } p1{z1 = fi(---) } is true. Another
program, po, computes function fa, i.e., the assertion As = { Fo }pa {22 = fa(---) }
is true. Due to our new rule we may prove the correctness of A7 and A, separately.
Afterwards we add the precondition of the second program, Fs, to assertion A, and
the postcondition of the first program, z; = fi(...), to assertion As. By sequential
composition we obtain a true assertion about a program computing both functions:

{Fitp{z=fi()} {F2}pa{z2=fol--)}
{FiANEipi{a= A0 )ANFR} {za=H0)ANFE}p{xa=FfA(C)Na=f(-)}
{FiANEyypipe{zi=fi(-- ) ANz2= fal--+) }

(sc)

Exercise 4

Determine the strongest postcondition of the weakest precondition of an assignment
statement, i.e., compute sp(wlp(v := e, G),v := e). Why is it different from G?

Solution

sp(wlp(v :=e,G),v :=e) = sp(Gv/e],v :=e)
= 3 (Gv/e][v/v'] Av = e[v/V])

GJv/e] contains only those occurrences of v that are introduced by e; all other occurrences
have been replaced by e. Therefore G[v/e][v/v'] is the same as G[v/e[v/v']].

=3 (Gv/e[v/V']] Av = e[v/v'])
By the second conjunct we know that e[v/v'] equals v.

= 3 (Gv/v] Av = elv/v])
=3 (G Av=re[v/v])
=GA (v=e[p/v)

Why is the result different from G? G may admit states that cannot be obtained by
executing the assignment and therefore do not appear in the strongest postcondition.
The additional existential formula ensures that the value of v is the result of evaluating
the expression e for some input state. For example, the postcondition G = true after
the assignment z := 2x is also satisfied by states assigning an odd number to x; the
additional formula 32'(z = 22") (‘x is even’) excludes such states.

11



Exercise 5

Show that wp and wlp are dual to each other, i.e., show that wlp(p, G) = —wp(p, -G)
holds. Use this relationship to find a formula for wlp(while e do p od, G) similar to the
weakest precondition in the course.

Use your formula to compute the weakest liberal precondition of the program

z:=0;whiley#0doz:=z4+z;y:=y—10od

with respect to the postcondition z = z % yy. Compare the result to the weakest precon-
dition computed in the course and explain the differences.

Solution

Given a program p and a postcondition G, there are three disjoint types of states: those
states, for which p does not terminate; those states, for which p terminates in a G-state;
and those states, for which p terminates in a —G-state.

S= {o€S8]|[p|o undefined }
U{o € S| [p]o defined and [G] [p] o = true }
U{o €S| [p]o defined and [~G] [p] o = true }

where U denotes disjoint union. The first two sets can be interpreted as the weakest lib-
eral precondition of p with respect to (G, whereas the third one is the weakest preconditon
of p with respect to —G.

S =wlp(p,{G}) Uwp(p,{ -G })

Subtracting the set wp(p, { =G }) on both sides results in:

S —wp(p,{~G}) = wlp(p,{G })

If we represent these state sets as formulas, the complement of a set with respect to the
set of all states corresponds to negation. Hence we obtain:

-wp(p, ~G) = wip(p, G)

i.e., wp and wlp are indeed dual operators.
Applying this relationship to while-loops gives us a formula for computing wlp for
while-loops.

wlp(while e do p od, G) = —wp(while e do p od, —G)
=-3i(i >0AF)
—Vi(i >0 = —F)
where Fp = —-e NG
Fiy1 =eAwp(p, F;) = e A =wlp(p, ~F)

12



Since F; occurs in negated form only, we rewrite the recursion such that it defines —F;.

-Fy=eVG
~Fiy1 = —eV wlp(p, ~F;)

After renaming —F; to F; we obtain the following compact definition of the weakest
liberal precondition:

wlp(while e do p od,G) =Vi > 0E; =Vi(i>0=F;)=Vi(i<0V E;)
where FEog=eV G
Eip1 = —eV wlp(p, E;)

As an example, the weakest liberal precondition of the multiplication program can be
computed as follows.

wlp(z := 0;while y #0do z:=z+x;y :=y — 1 od, z = xyo)

= wlp(z := 0, wlp(while y #0do z := z+ z;y :=y — 1 od, z = xyo))
=wlp(z:=0,Vi(i <0V E;))

Vi (i < OVE;): We compute E; for some values of i, guess E; = (y # iVz = x(yo—1))
and prove the guess by induction.

Base case: By = (y#0Vz=2ay)=eVG V
Induction hypothesis: E; = (y # ¢V z = 2(yp — 1)) holds.
Induction step (i > 0):

Eit1 = eV wlp(p, E;)

=y=0Vwlp(z:=z+z;y:=y—1, (y#iVz=2xa(yo—1)))
(y=0V(y—-1)#iV(z+z)=z(y —1))
=y=0vVy#({+1)Vz=x(y — (i +1)))
=y#(+)Vz=z(yo—(+1)) v

Vi>0(@<OVE)=Vi(i<O0Vy#iVz=uxz(yp—1))
=Vi(y<OVy#iVz=uz(yo—y))
=y<O0VVi(y#i)Vz=xz(yo—y)
=y <0VialseVz=uz(yy—y)
=y<0Vz=2x(y—y)

wlp(z:=0, Vi(i <0V E;))
=wlp(z:=0, (y <0V z=2(yo—y)))
=(y<0vO0o=2x(yo—vy))
=(y<0VvVz=0Vy=1yo)

13



Comparison of weakest and weakest liberal precondition: Above and in the course we
have computed the following wp and wlp of the multiplication program g:

wp(q, z=zyp) =y >0A(z =0V y=1yo)

wlp(g, z=zyo) =y <0V =0Vy=uyp
=y<0®@y>0A(z=0Vy=uyp))
=y <0®wp(g, 2= xy))

(@ denotes exclusive disjunction.) The two preconditions differ in the condition y < 0,
which characterises exactly the states for which the result of ¢ is undefined.

Exercise 6

Verify that the following program doubles the value of . For which inputs does it
terminate? Choose appropriate pre- and postconditions and show that the assertion is
totally correct. Use y = 2zg + « as a starting point for the invariant, where zy denotes

the initial value of z.

Yy = 3x;

while 2z # y do
T :=x+ 1
y:=y+1

od

Solution

{liz=20AN2>0}

{7: Invly/3x]} ast

Yy = 3x;

{Inv:y=2x0+xNy>2x} wht”
while 2x #£ y do

{4: Inv N2z #£yNt=1ty} wht”

{9: (Inv N0 <t <to)y/y+1][x/x+1]} ast

T :=x+1;

{8: (Inv N0 <t <to)y/y+1]} as?t
y=y+1L

{6:InvAN0O<t<ty} wht”

od

{6: Inun2x=y} wht”
{2:2=2x}

We choose y = 2x¢ + x A 2x < y as invariant Inv and y — 2z as variant ¢. It remains to
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show that the three implications 1 = 7, 4 = 9, and 6 = 2 are valid.

1=7
r=x9 ANz >0= Inv[y/3x]
r=x0Nx>0=3x=2x9+2x N2z <3x

3z = 2z + x holds because of the first premise and 2z < 3x because of the second one.

4=9
Inv N2z #yAt=1to= (Inv N0 <t <to)y/y+ 1][z/x + 1]
Inv N2z #yAt=ty= (y=2x0+xAN2x <yA0<y—2x<ty)ly/y+1][z/z+ 1]
ImA2z#yAt=tg=>y+1=2x0+2+1A2@x+1)<y+1A0<y+1-2x+1) <t
Inv N2z #ynt=tg=>y=2x0+z2AN22+1<yAn0<y—2zx—-1<t

y = 2xo + x is part of the invariant (first premise). 2z + 1 < y holds since 2z < y is
part of the invariant (first premise) and 2z # y holds because of the second premise.
0 < y—2x—1is the same as 2z +1 < y, which we just showed to be true. y—2zx—1 < ¢y
is true since ty is the same as y — 2z (third premise) and to — 1 is obviously smaller than
to.

6=2
Inv A2x =y = x=2x

Solving the two equalities y = 2x9 + = (from Inv) and 2z = y for x we obtain the
conclusion x = 2xy.

Exercise 7

Show that the following correctness assertion is totally correct. Describe the function
computed by the program if we consider a as its input and c as its output.

{l:a>0}
b:=1;
c:=0;

{Inv:b=(c+13A0< 3 <a}
while b < g do

d:=3x%c+ 6;

c:=c+1;

b=b+cxd+1
od

{2: 3 <a<(c+1)?}
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Solution

{l:a>0}

{7: Inv[c/0][b/1] } ast
b:=1;

{6: Inv[c/0] } as?
c:=0;

{Inv:b=(c+1PA0<c3<a} wht”

while b < a do

{3:InvAb<aAN0<t=ty} wht"”

{10: Int A (b<a=0<t<ty)[b/b+ cd+ 1][c/c+1][d/3c+ 6]} ast

d:=3x%c+ 6;
{9:InvAN(b<a=0<t<ty)[b/b+cd+1][c/c+1]} ast
c:=c+1;

{8:InvA(b<a=0<t<ty)b/b+cd+1]} ast
bi=b+cxd+1

{4: InvAN(b<a=0<t<ty)} wht”

od

{b:InvAha<b} wht"”

{2:3<a<(c+1)3}

Proof of the implications:
1= 7: a > 0 obviously implies Inv[c/0][b/1] = (1= (0+1)3A0<0? < a)

5 = 2: The third conjunct of the invariant, ¢3 < a, and the negated loop condition
together yield ¢® < a < b. Using b = (c + 1)® we obtain formula 2.

We split implication 3 = 10 into two parts, one for partial correctness and one for
termination:
Inv ANb < a= Inv[b/b+ cd + 1][c/c + 1][d/3c + 6]
InvANb<aN0<t=ty= (b<a=0<t<ty)b/b+ cd+1][c/c+ 1|[d/3c+ 6]

Partial correctness: We start by simplifying the right-hand side.

Inv[b/b+ cd + 1][c/c + 1][d/3c + 6]

=(b=(c+1)>N0< S <a)b/b+cd+1][c/c+1][d/3c+ 6]

=+ (c+1)Bc+6)+1=(c+2>°AN0<(c+1)3<a)
=(0+324+9c+6+1=((c+1)+1)>A0<(c+1)*<a)
=(b+3*+9+T=(c+1)°+3(c+1)?+3(c+1)+1A0< (c+1)° <a)
=(b+324+9c+T=(c+1)P+3%+6c+3+3c+3+1N0< (c+1)*<a)
=(b=(c+1)*A0< (c+1)°<a)
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So we have to prove the implication
b=(c+1PAN0< P <anb<a=b=(c+1)>AN0<(c+1)*<a
We consider the conjuncts on the right-hand side in turn:
e b= (c+1)3: occurs also on the left-hand side.
e 0 < (c+1)3 follows from 0 < ¢3.

e (c+1)2 < a: follows from b < a and b = (c+ 1)3.

Termination: As variant t we choose a—b (alternatively: a—c3). We start by simplifying
the right-hand side.

b<a=0<a—0b<ty)[b/b+ cd+1][c/c+ 1][d/3c + 6]
=((b<a=0<a—-bA(b<a=a—b<t))b/b+ cd+1][c/c+1][d/3c+ 6]

The first implication is obviously true, it remains to prove the second one. In fact, we
prove a stronger conclusion (without the assumption (b < a)[b/---][¢/--][d/--"]):

a—b<to[b/b+ cd+ 1][c/c+ 1][d/3c + 6]
=a—(b+(c+1)Bc+6)+1) <t

So we have to prove the implication
InvANb<an0<a-b=ty=a—(b+(c+1)(3c+6)+1) <ty
Using a — b = tg the right-hand side becomes
a—((b+(c+1)Bc+6)+1)<a—>b

and further
b+ (c+1)Bc+6)+1>0b

Because of Inv both, b and ¢, are non-negative, hence the inequality holds.

Function computed by the program: Integer cubic root, i = | /a].

Exercise 8

Prove that the rule

{Invne}p{Inv}
{ Inv } while e do p od { Inv A —e }

(wh)

is correct regarding partial correctness, i.e., show that { Inv } while e do p od { Inv A —e }
is partially correct whenever { Inv A e } p{ Inv } is partially correct.
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Solution

The assertion { Inv } while e do p od { Inv A —e } is partially correct, if we can show that

For all states o
If [Inv] o = true and 7 = |while e do p od] o is defined
then [Inv A —e] T = true.

The natural semantics of while is specified recursively as

[while e do p od] [p]o if [e]o #0

while e do p od]o =
| ¢dopodo {a if [e]c =0

Therefore 7 being defined means that there is a number n (the number of loop iterations)
such that 7 = [while e do p od] o = [p]|"o. The statement thus can be written as

For all states o
If [Inv] o = true and if 7 = |[while e do p od] ¢ = [p] "o holds for some n > 0
then [Inv A —e] T = true.

which is the same as

For all numbers n > 0:
For all states o:

A(n) = ¢ If [Inv] o = true and 7 = [while e do p od] o = [p] "o
then [Inv A —e] T = true.

We prove the universal statement “A(n) for all n” by induction on n.

Induction base: We prove A(0). Let o be a state such that [Inv]o = true and 7 =
[while e do p od]o = [p]% = o. This is the case if [e]7 = false. Together with
[Inv] o = [Inv] T we obtain [Inv A —e| T = true.

Induction step: We show A(n + 1) under the assumption that A(n) holds.

Let o be a state such that [Inv] o = true and let 7 = [while e do p od]o = [p]"* o be
the state after n+ 1 iterations. Since there is at least one iteration, we have [e] o = true,
i.e., [Inv A e] o = true. Moreover the state o’ = [p] o after the first iteration is defined.

By assumption, the premise { Inv A e } p{ Inv } is partially correct, therefore [Inv A
e] o = true and ¢’ = [p] o being defined implies [Inv] o’ = true.

Now we can apply the induction hypothesis. ¢’ is a state such that [Inv] o’ = true
and 7 = [while e do p od] o’ = [p| ™0’ is the state after n further iterations. Therefore,
by A(n), we obtain [Inv A —e] T = true.

n+1
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