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� ... the rest follows next week

DS WS 2019 2



What are Consistency and Replication
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Reasons for Replication

1. Performance and scalability

� scale in numbers 

(more replicas can serve more client requests)

� scale in geographic/topological complexity 

(replicas close to the client improve response time)
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Reasons for Replication

2. Fault tolerance by redundancy

� switch-over in case of failures

� protection against corrupted data (majority vote)
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Drawbacks of Replication

� Keeping replicas up to date consumes bandwidth

� Updates to replicas are not immediately 

propagated (stale data)
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Performance vs Scalability Tradeoff

� We want to improve all three properties, but in 

reality can only pick two at expense of the third.

Scalability
support a lot of clients
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Performance
low response time 

(for reading and writing)

Consistency
any update 

should be reflected at all replicas

before any subsequent operation



Performance vs Scalability Tradeoff

� We want to improve all three properties, but in 

reality can only pick two at expense of the third.

Scalability
support a lot of clients

RELAX 

CONSISTENCY

REQUIREMENTS

DS WS 2019 8

Performance
low response time 

(for reading and writing)

Consistency
any update 

should be reflected at all replicas

before any subsequent operation



Distributed Datastore Model
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� Conceptual model representing different real distributed 

storage systems (dist. shared memory, distributed file 

system, distributed database).

� Processes have access to the entire data store through 

the local copies.



Consistency Models

�� A contract between a (distributed) data store and A contract between a (distributed) data store and 

processes, in processes, in which the which the data store specifies precisely data store specifies precisely 

what the results of read and what the results of read and write operations write operations are in the are in the 

presence of concurrencypresence of concurrency..

� The model allows fulfilling this fundamental expectation:

DS WS 2019 10

� The model allows fulfilling this fundamental expectation:

A process that performs a read of element X from the 

local copy expects to see the latest value of X that was 

written by any other process into its local copy.

� In practice, we can relax this expectation, as long as the 

functioning of the overall system is not endangered.



Consistency Models

� Two approaches:

� Data-centric:
guarantee consistency of the entire data store

� Client-centric: 
guarantee consistency of data owned by a single client 
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guarantee consistency of data owned by a single client 
when the client accesses the data trough different nodes.



Consistency Models

� We use the following notation:
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Data-Centric Consistency Models
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Sequential Consistency
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Sequential Consistency

concurrent
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Two possible
global sequences:

P1: W(x)a
P2: W(x)b

P2: W(x)b
P1: W(x)a

both P3 and P4 observe first b, then a. 
This is regarded as consistent.

P3 and P4 observe different sequences, 
therefore non-consistent



Causal Consistency

causal relationship ‚a‘→‚b‘ and ‚a‘→‚c‘

Both P3 and P4 observe ‚a‘ before ‚b‘ 
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Both P3 and P4 observe ‚a‘ before ‚b‘ 
and ‚a‘ before ‚c‘. 

Therefore, causally consistent

Since W1(x)c and W2(x)b 
are concurrent, 

P3 and P4 can observe them 
in any order.



Causal Consistency

But not sequentially-consistent,

DS WS 2019 17

But not sequentially-consistent,

since P3 and P4 observe different 

sequences of b and c.



Causal Consistency – more examples
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Client-Centric Consistency Models
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Principle of Eventual Consistency

� So far (in Data-centric Consistency) we assumed that the 

system has to manage consistency during concurrent 

updates (writes).

� Maintaining consistency is very expensive, as practical 
implementation requires synchronisation mechanisms.

� But if the real system that we want to model is such that 
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� But if the real system that we want to model is such that 

only a single entity can at a given time perform writes, 

then there can be no concurrent updates, and the 

consistency model can be relaxed.



Principle of Eventual Consistency

� In this case, we talk about eventual consistency.

� Key property of eventual consistency:

After a write, the replicas will gradually become 

consistent. (It might take some time, but they will 

guaranteed get updated at some point.)
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� Many systems are not characterized by concurrent writes, 

and therefore can function well with eventual consistency.

� Example: Only webmaster updates static files, but many clients read them



Principle of Eventual Consistency

� But there is a problem:

B
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A



Client-Centric Consistency Models

� This problem can be alleviated by client-centric
consistency models.

� They provide guarantees for a single client accessing a 

distributed file storage, that its accesses to the data it 

owns will be consistent.
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Monotonic Read Consistency
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Monotonic Read Consistency
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Monotonic Write Consistency
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Monotonic Write Consistency
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„Read your Writes“ Consistency
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„Read your Writes“ Consistency
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„Writes follow Reads“ Consistency
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„Writes follow Reads“ Consistency

DS WS 2019 31

Post an answer to a 

forum entry, only after 

pulling in the original 

entry.



Replica Management
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From consistency models to 
replica management

� We learned that there are different ways in which object 

replicas can be kept consistent (consistency models).
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�� But what is the best strategy of placing the replicas to But what is the best strategy of placing the replicas to 

make an efficient use of replication and be able to make an efficient use of replication and be able to 

maintain consistency as cheaply as possible?maintain consistency as cheaply as possible?



From consistency models to 
replica management

Some basic considerations:

� If no updates to the object → no consistency problem

� If access-to-update ratio is high, replication pays off

� If update-to-access ratio is high, many updates are never read
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� If update-to-access ratio is high, many updates are never read

� Ideally, update the replicas that are going to be accessed.

� As a general rule, we try to keep a replica close to its clients.



Replica management
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Replica placement
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Permanent Replicas

� Basic replication 

� often initial distribution of data

� supported by the (storage) system itself

� Examples:

� replicated website servers for load balancing
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� replicated website servers for load balancing

(client sees no difference)

� mirroring (client is aware and looks for specific 

server)

� Usually not so many copies



Server-Initiated replicas

� The server decides alone when and where 

should more replicas be created

� Many different and complex algorithms

� using monitoring and statistics of accesses to 
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� using monitoring and statistics of accesses to 

determine optimal placement

� Basis for Web Hosting and Cloud services



Server-Initiated replicas

DS WS 2019 39

� Often used by Web Hosting companies

� Each server knows what would be the closest server for each Client 
request.

� Each server keeps track of access counts per file, aggregated by 
considering server closest to requesting clients cntQ(P,F)

� Each server has a replication threshold R and deletion threshold D



Server-Initiated replicas
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� Number of accesses drops below threshold D ⇒ drop file

� Number of accesses exceeds threshold R ⇒ replicate file

� Number of access between D and R ⇒ migrate file 

� Whether migration/replication occurs depends on the cost of operation

� e.g., Is the target server‘s overall load too high? Does it have enough disk space? 



Learning Material

� Main reading:

� Tanenbaum, Chapter 7
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Thanks for your attention!
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Thanks for your attention!
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