[bookmark: _ckbiwjvr6fs8]1. Name 4 CC licenses and explain the differences briefly 
Creative Commons (CC) licenses are designed to help creators share their work while retaining certain rights. Here are four different CC licenses and their key differences:
1. CC BY (Attribution):
· Description: This license allows others to distribute, remix, adapt, and build upon the work, even commercially, as long as they credit the original creator.
· Key Feature: Most permissive license; only requires attribution.
2. CC BY-SA (Attribution-ShareAlike):
· Description: Similar to CC BY, but any derivative works must be licensed under identical terms. This means that adaptations can be made, but they must also allow others to use them freely.
· Key Feature: Ensures that derivative works are also open and shareable under the same license.
3. CC BY-ND (Attribution-NoDerivatives):
· Description: This license allows others to use the work for any purpose, including commercially, but prohibits them from sharing adaptations of the work. The original work must be shared unchanged and in its entirety.
· Key Feature: No derivatives allowed; only the original work can be used.
4. CC BY-NC (Attribution-NonCommercial):
· Description: This license allows others to remix, adapt, and build upon the work non-commercially. Any derivative works must also acknowledge the original creator and be non-commercial.
· Key Feature: Restrictions on commercial use; derivatives allowed but must be non-commercial.
     5.  CC0 (No Rights Reserved):
· Description: This license allows creators to waive all their copyright and related rights, effectively placing their work in the public domain. Anyone can use the work for any purpose without needing to provide attribution or seek permission.
· Key Feature: No restrictions whatsoever; the work can be used freely by anyone for any purpose.
These licenses vary in the level of restriction they impose on the use and sharing of the work, allowing creators to choose the most suitable one based on their preferences for sharing and attribution.
[bookmark: _3clz1s46tzer]2. What are three main aspects of digital preservation? Explain two methods for each.
1. Bitstream Preservation
This ensures the original data file stays safe and unaltered over time.
LOCKSS (Lots of Copies Keep Stuff Safe): This method involves making multiple copies of the data and storing them in different places. If one copy is lost or damaged, others can be used to restore it.
Technological Museum: This is about keeping old copies of the technology needed to access the data (like old software or hardware) to ensure you can still open and read the files in the future.
2. Logical Preservation
This ensures the data stays usable even when technology changes.
Migration: This means converting the data into a newer format before the old one becomes obsolete. For example, moving from a Word 97 file to a modern Word format.
Emulation: This involves using software to mimic older systems (like using a virtual machine to run Windows 98). It allows you to use old data on new systems without changing the original file format.
3. Semantic Preservation
This ensures the meaning of the data remains intact, even as technology or terms evolve.
Migration of Terms: This means updating the vocabulary or labels used to describe the data. For example, if a country changes its name, the metadata is updated to reflect the new name while keeping the original context.
Semantic Enrichment: This involves adding more detailed descriptions to the data, like including extra terms or metadata to make it easier to understand or search for. For instance, adding multiple names for a country or using terms in multiple languages to describe the same data.
These methods ensure that data remains usable, accessible, and meaningful over time, despite changes in technology or terminology.

[bookmark: _yy7wyp1or8wu]3. What are the elements of FAIR. Explain them briefly.
The FAIR principles ensure that data is managed in a way that makes it easy to find, access, integrate with other data, and reuse. This helps promote transparency, efficiency, and collaboration in research and data-driven work.
Findable:
· Explanation: Data should be easy to locate by humans and machines. This is achieved by assigning unique identifiers (like DOIs) and creating rich metadata (detailed descriptions).
· Example: A scientific dataset about climate change is uploaded to an online repository. It's assigned a DOI (Digital Object Identifier) and is searchable by keywords like "climate data" or "temperature trends."
Accessible:
· Explanation: Once found, data should be available under clear terms. This means data should be retrievable via standardized protocols, possibly requiring authentication.
· Example: A user can access a research paper through a database after logging in with institutional credentials. Even if the full paper is restricted, the metadata (author, title, abstract) is still visible to everyone.
Interoperable:
· Explanation: Data should be usable with other datasets and tools. This requires the use of standardized formats and controlled vocabularies.
· Example: A biodiversity database uses standardized species names and formats its data in CSV, making it easy to integrate with another dataset tracking environmental factors.
Reusable:
· Explanation: Data should be ready for reuse in different contexts. It should have clear metadata, including usage licenses and provenance information (where the data came from, who created it).
· Example: A dataset on medical research is published with a Creative Commons license, detailed documentation on how it was collected, and proper citations. Other researchers can reuse it in their studies.
These principles ensure that data can be effectively used and shared in various contexts, promoting openness and collaboration.
[bookmark: _m8ujsapqsx9p]4. Name 3 features which differentiate data repository from conventional datahost (Wordpress site or an FTP server).
· Persistent Identifiers (PIDs): Repositories assign globally unique identifiers (e.g., DOI, Handle) for permanent data access.
· Rich Metadata: Repositories provide detailed metadata that describes and structures the data, aiding in discovery and reuse.
· FAIR Compliance: Repositories are designed to support Findable, Accessible, Interoperable, and Reusable principles, ensuring long-term usability.
· Version Control: Repositories offer versioning of datasets, allowing users to retrieve specific versions of a file over time.
· Access Control and Authentication: Repositories provide robust access controls (e.g., open, shared, restricted, or closed data access) and advanced authentication mechanisms (e.g., LDAP, Shibboleth).
· Integration with Other Infrastructure: Repositories can connect with external systems such as DOI registration bodies (e.g., DataCite), research networks, and metadata harvesting protocols like OAI-PMH (Open Archives Initiative Protocol for Metadata Harvesting).
· Collaborative Features: Repositories enable collaboration through customizable submission forms, defined user roles (e.g., editors, reviewers), and workflows for data curation and publication.
[bookmark: _iitevjst59tv]5. What is the difference between the accessibility and interoperability principles of FAIR? Provide a detailed breakdown and give examples.
The detailed breakdown of the accessibility and interoperability principles of FAIR, along with examples:
Accessibility
Focus: Ensures that data can be retrieved and accessed by humans and machines, even if authentication is required.
Key Elements:
· Standardized Communication Protocols: Data should be retrievable using open, free, and universally implementable protocols (e.g., HTTP or HTTPS).
· Metadata Availability: Even if the data itself is no longer available, the metadata should still be accessible.
· Authentication and Authorization: In cases where data is restricted, it may require a login or special permission. Protected data can still be FAIR if clear steps for accessing it are provided.
Example: A dataset stored on a protected server might require login credentials for access. The data can be accessed via HTTP, and even if the dataset itself becomes unavailable, metadata (such as who created the data, what it represents) remains accessible for others to discover.
Interoperability
Focus: Ensures that data can be integrated with other datasets and used in different systems or workflows. The data should be interpretable and compatible across different tools and platforms.
Key Elements:
· Formal, Accessible Language for Knowledge Representation: The data and metadata must use a widely accepted format, such as RDF, JSON, or CSV, which ensures that it can be read by different systems.
· Standardized Vocabularies: Data must be described using controlled vocabularies or ontologies that follow FAIR principles to avoid ambiguity and ensure consistent interpretation.
· Meaningful Links to Other Data: The metadata should contain qualified references to other relevant datasets or resources, allowing for seamless integration with other data.
Example: A dataset represented in RDF (Resource Description Framework) format can easily be combined with other datasets that also use RDF. This makes it easier to use the data in different workflows and ensures that various applications can interpret the data correctly.
Key Differences:
Accessibility is about making sure data can be retrieved and accessed, regardless of its format or system, while interoperability is focused on ensuring that the data can work together with other datasets and systems by using compatible formats and vocabularies.
Accessibility might involve ensuring that metadata is always available, even if the data itself requires special permissions, whereas interoperability ensures that once accessed, the data can be understood and combined with other data in a meaningful way.
[bookmark: _2nhq2pm8xvfo]6. The Core Trust Seal certification breaks down Requirements Into "Organizational Infrastructure" and "Digital Object Management". Explain in your own words and provide some examples in each of these categories. 
1. Organizational Infrastructure
This part focuses on the organization’s ability to manage and preserve data effectively. The repository must have a solid plan for how it will store and provide access to data over time. It should also have enough funding and qualified staff to support these activities. And also Data governance, how repositories operate, who runs and how decisions are make.
Example:
The repository needs to have a detailed plan for how it will preserve data long-term.
It must make sure that it has the right amount of money and trained staff to keep the data safe and accessible.
2. Digital Object Management
This part focuses on how the repository handles the data itself. It is responsible for ensuring the data’s integrity (making sure it hasn’t been tampered with) and authenticity (proving that the data is real and reliable). The repository must commit to keeping the data safe for the long term.
Example:
The repository must regularly check that the data hasn’t been changed or corrupted.
It must have a process in place to verify that the data is authentic and trustworthy.
Together, these two areas make sure that the repository can both manage its resources well and protect the data’s quality and accessibility for the long term.	

V2
The Core Trust Seal certification sets standards on trustworthiness of the data and it divides its requirements on: 					 					
1. The Organizational Infrastructure which has to do more with repositories operating like organization. So it includes data governance, staffing, fundings and policies on long-time preservation of data.
· Data governance: includes having policies on how repositories operate including who runs it and how decisions are made.
· Staffing: People who manage the data repositories should be trained and knowledgeable to manage data effectively.
· Funding:  Repositories should have stable funding ensuring that it will continue preserving data over time.
· Policies on preservation: Repositories should have a written plan on how and what should be preserved for a long time.
2. Digital Object Management which has to do more with management and technical aspects related to digital data itself. This ensures that data are handled, preserved and made available in a way that does not risk the integrity and usability of the data over time.
· Data Integrity: the repository should ensure that data is not altered or corrupted over years.
· Metadata: It should contain detailed metadata explaining its provenance. 
· Access and Security: It should assure that data is accessible from authorized persons and safe from attacks and unauthorized accesses.
· Long-Term Preservation: The repository is responsible for keeping the data accessible and usable over a long time even in times of technological changes.

A good example of these would be that for example a university repository should have a governance structure where the decisions are made by the board and it has knowledgeable data managers who manages the data efficiently also they should have a stable funding which allows the repository to continue with data preservation and should have a clear plan on how the data should be preserved. Besides this they might use checksums to assure that data has not been altered or corrupted over time along with a metadata containing provenance information for each dataset. Last but not least it should be secured and also granted different kinds of access for different kinds of users i.e students, teachers, external researchers etc.
[bookmark: _u5oren2qosur]7. Name the two main challenges in regards to data citation and how the WSGDC group proposed to fix them.
· Data is Dynamic:
Challenge: Datasets can change over time, making it difficult to cite specific data versions accurately.
Proposed Solution: Use a query to dynamically cite data. The executed query is stored and assigned a persistent identifier (PID), along with a timestamp indicating when the query was executed.
· Granularity of Subsets
Challenge: When working with large datasets, it can be hard to identify and cite specific parts of the data accurately.
Proposed Solution: You use a tool to pick the exact data you need. When you download it, the data gets a unique ID (PID). This ID takes you to a webpage with details about that specific data. Later, if you need to check or share that data, you use the same ID to get the exact version you worked with, even if the original dataset has changed. This makes sure you're always citing the right part of the data, no matter what happens to the rest of the dataset.
[bookmark: _mly6ocxw9ecv]8. What is the difference between the AIP and DIP in the OSGI model? Provide examples. 
AIP (Archival Information Package)
Definition: The AIP is the package that contains the data and all necessary information (metadata) to preserve the data over the long term. It includes the original digital content, along with metadata that describes the data and helps in its preservation.
Example: In an archive, an AIP might consist of a research dataset, a description of the dataset, the formats used, checksums for integrity checks, and preservation metadata explaining how the dataset has been managed.
DIP (Dissemination Information Package)
Definition: The DIP is the version of the AIP that is prepared and sent to users upon request. It contains the data and metadata in a format suitable for access and use by the end-user.
Example: If a researcher requests a copy of a dataset from an archive, the archive would create a DIP, which might contain a subset of the AIP's data, along with the necessary metadata, all presented in a user-friendly format like CSV or JSON.
Key Differences:
AIP is meant for long-term preservation, containing all information necessary for ensuring the data remains accessible and authentic.
DIP is meant for short-term dissemination, customized for user access and formatted to be easily usable for specific purposes.
[bookmark: _ovwkg1nfdnl0]9. What does it mean to make policies for machines and not only for people? Explain the motivation behind this in the context of maDMPs and give some examples.
Making policies for machines means structuring data management policies in a way that machines can automatically interpret, enforce, and apply them without the need for human intervention. In the context of machine-actionable Data Management Plans (maDMPs), this allows systems to automate tasks like policy enforcement, compliance checking, and data management, improving efficiency and scalability.
Motivation:
The motivation behind making policies machine-actionable is to automate routine tasks that follow predefined rules, such as ensuring datasets are stored correctly, assigned proper licenses, or meet preservation standards. By enabling machines to handle these tasks:
· Efficiency increases as repetitive tasks can be completed without human intervention.
· Consistency is ensured, as machines apply policies uniformly, reducing human error.
· Scalability improves since machines can process large amounts of data faster than humans.
However, machines lack the discretion to make judgment calls. While they can enforce policies, they cannot decide when it might be appropriate to deviate from those policies. Machines strictly follow their programming and cannot assess complex contexts, ethical concerns, or special exceptions like humans can.
Example:
Cost Estimation: A machine can automatically calculate storage costs based on the size and duration of data storage without needing human input.
License Selection: Systems can assign a proper license to a dataset according to project policies, ensuring compliance automatically.
Validation and Compliance: Machines can check whether a dataset meets all the legal and technical requirements, but if there’s an exceptional case where the policy needs to be bypassed, a human must intervene because the machine cannot make that discretionary decision.
In summary, while machines can automate and enforce data management policies, they still need human oversight in situations that require judgment or flexibility.			
[bookmark: _vn0dakmanz90]10. What does it mean to describe both humans and machines as components of the data management ecosystem? 
Describing the components of the data management ecosystem for both humans and machines means ensuring that the information is structured in a way that is understandable and actionable for both. This involves creating content that is:
Human-Readable: Clear documentation, guidelines, and policies are written in natural language, making it easy for humans to interpret and follow.
Machine-Actionable: Information is structured so that machines can automatically process and apply it. This includes using standardized formats, controlled vocabularies, and metadata that enable automated systems to understand and interact with the data.
Motivation:
The motivation behind this dual approach is to facilitate effective collaboration between human decision-makers and automated systems. By ensuring that both can access and interpret the components of the data management ecosystem:
Efficiency can be improved through automation of repetitive tasks.
Flexibility is maintained, as humans can make nuanced decisions that machines cannot.
Example:
For Humans: A data management policy document might explain how data should be stored, the applicable licenses, and the preservation steps.
For Machines: The same information could be encoded in a machine-readable format (like JSON or XML), allowing systems to automatically enforce data storage rules, assign licenses, and trigger preservation processes without human intervention.
To ensure that machines also understand the structure of the data and its context, it enables machines to make intelligent suggestions and take automated actions. For example, based on the characteristics of the data (type, size, format), a machine can automatically suggest appropriate repositories where the data can be stored and preserved. This capability ensures that the data management processes are efficient and compliant with policies while allowing for intelligent automation.
By making the components of the ecosystem understandable to both humans and machines, organizations can improve the consistency and efficiency of their data management practices​.
[bookmark: _t6txgzqk356t]11. Explain the difference between FAIR, machine-actionable and Open and give examples.
· Machine-actionability is core to each of the FAIR principles: This means that for data to be Findable, Accessible, Interoperable, and Reusable (FAIR), it must be structured in a way that machines can easily process and act upon it. Machine-actionability ensures that automated systems can enforce policies, validate compliance, and facilitate data management tasks without human intervention.
· FAIR must always be machine-actionable and does not have to be open: While all FAIR data should be machine-actionable to enhance usability and automation, it is important to note that being FAIR does not necessarily require the data to be openly accessible. For instance, sensitive datasets might be FAIR (well-structured and documented) but restricted in access due to privacy concerns.
· FAIR must be machine-actionable and can be open: On the other hand, FAIR data can also be open. Open datasets that are machine-actionable allow for greater collaboration and reuse, promoting transparency and innovation in research and data sharing.
· The more machine-actionable data is, the better it is: Increased machine-actionability leads to more efficient data management processes, better compliance with policies, and enhanced interoperability. The more a dataset can be automatically processed by machines, the easier it is for researchers and systems to access, share, and utilize the data effectively.
Summary
In summary, while FAIR focuses on the usability and manageability of data, being machine-actionable enhances those principles by enabling automation and efficiency. Data can be both FAIR and open, but it is not a requirement for all FAIR data to be open. Ultimately, the goal is to improve data quality and accessibility through machine-actionability, benefiting both human users and automated systems.
[bookmark: _f2fxcwy5wmmu]12. Explain what a data repository operator has to do to be able to mint DOIs.
For a data repository operator to be able to mint DOIs he should follow the below steps:
· Should register with a register body like DataCite or Crossref. These organizations provide DOI that are specific to the repository. Example: If a repository is registered in a register body like DataCite it will receive a unique repository prefix like “12345”.
· Then it should Assign a Prefix and Suffix:
· Prefix is assigned for the repository once and then Suffix is unique to the dataset uploaded in the repository.
· Provide Metadata: Should provide metadata with information about the data this will help the dataset to be findable.
· Ensure Persistent Access: Repository operator is responsible to make sure that DOI is resolvable always to a landing page containing dataset so it should always point to the correct place of the dataset.  
· The repository should follow best practices for DOIs like not containing the version number of the dataset in DOI or to make sure the user has always access to metadata even if not to the data itself.
[bookmark: _ive45aixr5fj]13. Describe the Ingest process in OAIS and discuss in detail SIP vs AIP
Ingest Process in OAIS
The Ingest process in OAIS involves the acceptance and integration of data (digital objects) into an archival system. This process is crucial as it ensures that the data is prepared for long-term preservation and management. The main steps in the Ingest process include:
· Receiving Submission: The archival system receives a Submission Information Package (SIP) from the data producer or submitter, which includes the digital objects and associated metadata.
· Validation: The system checks the SIP for completeness, consistency, and adherence to submission standards. This step ensures that all required components are included and that the data is in an acceptable format.
· Transforming SIP into AIP: Once validated, the SIP may undergo transformation to create an Archival Information Package (AIP). This transformation includes packaging the data with additional metadata needed for long-term preservation and access.
· Storage: The AIP is then stored in the archival repository, ensuring that it is protected and organized for future access and retrieval.
· Documentation: Documentation of the Ingest process is maintained, including records of what was received, validation results, and any transformations applied.
SIP (Submission Information Package) vs AIP (Archival Information Package)
SIP (Submission Information Package)
Definition: A SIP is the package of data and metadata submitted to the archival system by a data producer. It serves as the initial point of entry for the digital objects into the archive.
Contents:
Digital Objects: The actual data files being submitted (e.g., datasets, documents, images).
Metadata: Information that describes the digital objects, including:
· Descriptive metadata (title, author, date)
· Structural metadata (how data is organized)
· Administrative metadata (rights, provenance, and preservation information)
Purpose: The SIP is intended to provide all the information needed for the archival system to assess and validate the submission, but it may not include all the detailed metadata required for long-term preservation.
AIP (Archival Information Package)
Definition: An AIP is the package created from the SIP after it has been validated and processed. It is designed for long-term preservation and access within the archival system.
Contents:
Digital Objects: The same data files submitted in the SIP, but they may be transformed or standardized for preservation.
Enhanced Metadata: The AIP includes additional metadata that supports long-term management and access, such as:
· Preservation metadata (information about how the data should be preserved)
· Access metadata (how to access the data, any restrictions)
· Fixity information (checksums for data integrity)
Purpose: The AIP is designed for long-term storage and retrieval, ensuring that the digital objects can be preserved, accessed, and understood over time.
[bookmark: _34vbdmbgl5ut]14. What technical measurements should be done to enable data visiting?	
Technical Measurements to Enable Data Visiting
· Homomorphic Encryption: The data should be encrypted in a way that the user can still run the analysis but the content of the data is kept private from him. 
· Air Gap Isolation: This involves isolating the computer or network from other networks particularly the internet in order to protect the data from unauthorized access and data leaks.
· Secure Enclaves: these are hardware solutions that provide isolation and memory encryption. This ensures that data is safe during processing from external threats.
· Data versioning: This technique involves creating new versions of data every time an update or change occurs and this helps with keeping track of the history of changes and can be later used to audit or reproduce experiments.
These steps help protect sensitive data and allow for secure access while ensuring that the information stays private and manageable.
[bookmark: _fhrcethh10dy]15. Why Do We Need Data Versioning? Why not use Snapshots to cite them?
Why Do We Need Data Versioning?
· Traceability: Data versioning allows for detailed tracking of changes made to a dataset over time. This traceability is essential for understanding the evolution of the data, who made changes, and when those changes occurred.
· Accountability: With versioning, it’s easier to hold individuals accountable for changes. If a mistake is made, you can identify who made the change and when, which helps in maintaining data integrity.
· Reproducibility: In research, being able to reproduce results is critical. Data versioning ensures that researchers can access the exact version of a dataset that was used in a study, allowing for accurate replication of experiments or analyses.
· Rollback Capability: If an error is introduced in a newer version, versioning allows users to revert to a previous, stable version of the dataset without losing all previous data. This rollback feature is not possible with snapshots, as they typically capture a point in time without maintaining a history of changes.
Why Not Use Snapshots to Cite Them?
· Static Nature: Snapshots are essentially static images of data at a specific moment in time. While they capture the state of the data, they do not provide a historical record of changes, making it difficult to understand the data's evolution or how it came to its current state.
· Lack of Context: Snapshots do not include metadata about what changes occurred or why. This lack of context can lead to confusion when trying to understand how the data has changed over time or why specific decisions were made.
· No Accountability: Snapshots do not offer a way to track who made changes or when they were made. This lack of accountability can be problematic in collaborative environments where multiple users may interact with the same dataset.
· Limited Flexibility: Citing snapshots may not provide the necessary flexibility for users to access different versions of the data, limiting their ability to analyze historical trends or revert to earlier datasets if needed.
Conclusion
Data versioning is crucial for maintaining a clear, detailed history of datasets, supporting accountability, reproducibility, and the ability to manage changes effectively. In contrast, snapshots, while useful for capturing a moment in time, do not provide the comprehensive historical context and flexibility that versioning offers.
V2:
The main reasons why it’s better to use data versioning than snapshots are:
Storage Efficiency: snapshots save a copy of the whole file when file changes and this could be very memory inefficient especially when dealing with big datasets, while versioning only saves the changes that were made within a specific timestamp making it easier and less storage consuming.
Historical changes tracking: When saving multiple copies of the dataset it will become a challenge on tracking the history of changing and even deciding or finding the exact version of the data used for an experiment because tracking changes would have to be done by manually looking at the copies, whereas in data versioning you get a timestamped version with all the changes that were done at a point in time and it is easier to jump back and forth into versions.
Challenging: Archiving every change on the dataset can be very challenging and impractical especially when data changes frequently.
[bookmark: _3y9vvj92e5l0]16. What organizational measurements should be done to enable data visiting?
To enable data visiting there are some organizational measurements that should be followed:
· Proposal submission: The external users who want to get access to the data should send a formal proposal. This request should include the PID of the data they want to access and clearly explain why and which data they want to access for what research topic. And what tools to use for analysis.
· Legal Agreement: There are several legal agreements to be set for the data owner and external users when enabling data visiting these agreements include an NDA to assure the confidentiality of the data, data processing agreement that highlights that the data processing is allowed to be done by the researchers but no changing or alternating the data etc.
· Controlled data access: data owner should provide controlled data access maybe through a virtual machine where copies of data exist and it should be able to monitor the interaction to prevent downloading the data.
· Data Access monitoring: The data owner should be able to track if any changes are made to the data and everything that users have done while processing them.
· Data destruction: during the project the external users are granted temporary access making sure that after the project is over the access will be revoked or destroyed and no future access will be available.

[bookmark: _1ny3mhcpbcq9]17. What is Data Visiting?
Data Visiting refers to the process of accessing, exploring, and analyzing datasets. It involves users engaging with data to extract insights, perform analyses, or generate reports. The concept emphasizes the importance of making data easily accessible and usable for various stakeholders, including researchers, analysts, and decision-makers.
Data Visiting is when the owner of the data maintains control over several important aspects:
· Who Can Access: The owner decides who is allowed to view or use the data. This control ensures that only authorized individuals or groups can access sensitive information.
· Over Which Period: The owner specifies the time frame during which the data can be accessed. This may include setting expiration dates or access limits based on certain conditions.
· Which Subset of Data: The owner determines which specific parts or subsets of the data can be accessed. This means they can restrict access to only the relevant data needed for a particular analysis or project.
· Answer Which Research Question(s) and Activities: The owner controls the types of research questions that can be addressed with the data. This involves specifying the purposes for which the data can be used, ensuring that it is only employed in ways that align with the owner’s goals or ethical considerations.
Overall, data visiting emphasizes the owner's control over data access and usage, allowing for secure and responsible data management while enabling research and analysis within defined parameters.
[bookmark: _74ulscuuw86q]18. Describe in detail how a consumer accesses information stored in OAIS.
Accessing Information in OAIS
1. Data Submission by Producer:
· The process starts when a data producer sends their data as a Submission Information Package (SIP) to the OAIS. This package includes the data and important information about it (metadata).
· The OAIS then changes the SIP into an Archival Information Package (AIP), which is structured for long-term storage and includes extra information to help keep the data safe and usable.
2. Consumer Query:
· When a consumer wants to access data, they can ask the OAIS for specific data or for everything available.
· This request is made through an Access module, which is the part of the system that consumers interact with.
3. Interaction with the Access Module:
· The consumer sends their query to the Access module, telling it what data they need. They can search for datasets using keywords or other details.
· The Access module processes the query to find the right data.
4. Retrieving Descriptive Information:
· The Access module looks up the descriptive information in the Data Management module. This module has the metadata for the stored AIPs, which helps check if the requested data is available.
5. Data Availability Check:
· If the information is available, the Access module goes to the Archival Storage module to get the AIP. This step makes sure the consumer can access the correct data.
6. Transformation into DIP:
· Once the AIP is retrieved, it is changed into a Dissemination Information Package (DIP). The DIP is formatted so that the consumer can easily read and use the data. This might mean converting it into formats like CSV or JSON.
7. Delivery to Consumer:
· Finally, the DIP is sent to the consumer, who can now read and analyze the data as needed. This package contains all the information required to understand and work with the data.
Summary
In summary, accessing information in an OAIS involves several steps. The data producer sends their data as a SIP, which is then turned into an AIP for storage. When consumers want data, they query the Access module, which checks for available information, retrieves the data, and converts it into a DIP that is easy to read and use. This process ensures that data is stored safely and can be accessed by authorized users.
V2:
In the OAIS model the user or consumer accesses the data stored in the archive through a structured process which involves querying, retrieving and transforming the archived data. 
The detailed process goes like this for an author to store the data, firstly a SIP gets accepted to the system (Submission information package) which contains the data and metadata in a standardized format. This SIP then gets through a quality assurance process and then gets transformed to an AIP(archive information package) which besides the SIP content also adds extra metadata related to authorship, date and PDI (preserving description information) which then gets added to the Data Management module ensuring findability. 
Now when the consumer wants to access the data it firstly need to interact with the Access Module where he/she specify the query and then this Access Module sends the query to Data Management module to check if the data requested are available, and, if yes, the Data Management module directs the Access module request to Archive Storage to retrieve the AIP, the Access module then transform the AIP in DIP which contains the data which correspond to the query and its metadata all in some format that user can easily use and understand.
[bookmark: _wnwjyweobzn4]19. What is an application profile? Explain how Dublin Core and DCAT are related to an application profile.
What is an Application Profile?
Adding on top of one standard and introducing tighter constraints without breaking compliance is called the Application Profile. For example, maDMPs build on top of DCAT, which builds on DublinCore. (Annika)
An application profile is a customized set of rules for using metadata. It specifies which metadata fields are required and which are optional. One of the main benefits of an application profile is that it helps ensure consistency by providing a standard way to describe metadata, which is useful for data portals across Europe.
Relationship to Dublin Core and DCAT
Dublin Core:
· Overview: Dublin Core is a simple set of metadata elements that describe various resources. It includes elements like title, creator, and date.
· Use in Application Profiles: An application profile can use elements from Dublin Core and add rules about how to use them. For example, it can say which fields must always be filled out, helping create a consistent way to describe data.
DCAT (Data Catalog Vocabulary):
· Overview: DCAT is a vocabulary that helps data catalogs work together on the web. It builds on Dublin Core by adding more specific properties for datasets, like data quality and licenses.
· Use in Application Profiles: Similar to Dublin Core, an application profile can include elements from DCAT. It defines which DCAT properties to use and how to use them, ensuring that the metadata remains consistent and can work well with other systems.
Summary
In summary, an application profile takes elements from Dublin Core and DCAT to create a tailored metadata framework for a specific purpose. It outlines which elements to use, how to use them, and any extra rules. This helps ensure that metadata is consistent and can be easily shared and understood across different platforms.
An application profile is a tailored way to create new metadata standards by building on top of some metadata standards in order to give better description of the dataset, introducing some constraints and not breaking compliance. For example DCAT builds on top of Dublin Core. Dublin core is a standard for creating metadata which contains basic information related to the data set such as title, date of creation, author etc. And DCAT is another standard which builds on top of it but using more contrails to explain the datasets in data catalogs (dcat:dataset - abstract level of dataset, dcat:distribution - accessible form of dataset, dcat:catalog - catalog where dataset is located) whilst still uses the standards of Dublin core it just extends the standard to meet the need of data catalogs. Or MaDMP which builds on top of DCAT. MaDMP is building data management plans in a structure that is machine actionable this uses standards of DCAT to explain the dataset but also introduces constrains such as specific fields for project timelines, storage requirements, and licensing and Still follows the broader structure of Dublin Core for general metadata elements
[bookmark: _222l2l7vecnw]20. Describe 4 of the 6 Safes from the Guidelines of the UK Health Data Research Alliance for Data Repositories.
1. Create Data
This safe focuses on generating new data. It emphasizes that data should be created following quality standards and ethical guidelines. This ensures the data is accurate, reliable, and collected properly to support research objectives.
2. Process Data
This safe is about handling and preparing the data before analysis. It involves cleaning, organizing, and transforming the data to make sure it is in the right format. The goal is to ensure that the data is ready for analysis while maintaining its quality and integrity.
3. Analyze Data
This safe deals with examining the data to draw conclusions or gain insights. It involves using appropriate methods and tools for effective analysis. Researchers should follow best practices to ensure their findings are valid and reliable.
4. Preserve Data
This safe emphasizes the importance of keeping data safe and accessible for the long term. It involves securely storing the data, making backups, and ensuring it remains usable over time. Proper preservation protects the data from loss or corruption and allows future researchers to access it.
5. Give Access to Data
This safe focuses on providing authorized users with access to the data. It ensures that access is granted based on defined rules and policies. This means creating clear processes for who can view or use the data while protecting sensitive information.
6. Reuse Data
This safe encourages the reuse of data by others in the research community. It involves making sure that the data is well-documented and accompanied by appropriate metadata, so others can understand and use it effectively. Promoting data reuse helps maximize the value of the data for future research.
These six safes ensure that data is handled responsibly and effectively throughout its lifecycle, from creation to analysis, preservation, and sharing with authorized users.
[bookmark: _wqh0q9f8uwhf]21. Emulation vs Migrations. Differences On The Authenticity Level.
Both Emulation and Migration are techniques used for Logical Preservation so they focus on saving the data logic, format and structure over a long time ensuring that the data can be accessible in the future even if there are changes on technology or systems. 
Even though the end goal is the same for both techniques they differ in pragmatic approaches for example Emulation tries to emulate the same environment data was stored before and always use that to read into data while Migration updates data file format to some format that is compatible with the newer systems. 
Another difference is also the change in view path while in Migration the file is altered it changes the user experience and might also affect authenticity whereas in Emulation recreating the old environment gives users the same experience which might still affect authenticity based on how well the emulator emulates the old environment.
Both of the methods have their advantages and disadvantages like Migration is good because it makes the data files compatible with the newer systems but still transiting to some other format might cause data loss or the content might not function as it was. On the other hand Emulation even though it offers the same user experience maintaining the emulation environment might be resource intensive. Both Emulation and Migration can be done in different variants like Emulators in virtual machines or emulation software or Migration to different formats that are up to date. 
[bookmark: _51nrcxyz65v7]22. RDA WGDC-how to ensure query uniqueness?
1. Normalize the Query: First, rewrite the query into a normalized form. This means adjusting the query so that similar queries look the same. By doing this, you can identify identical queries more easily.
2. Compute a Checksum: After normalizing the query, compute a checksum for it. A checksum is a small piece of data that represents the query. It helps quickly check if two queries are the same without comparing them in detail. By using the checksum, the system can efficiently detect identical queries. If two queries produce the same checksum, it means they are identical.
In summary, normalizing queries and computing checksums are important steps to ensure that queries are unique and to identify duplicates efficiently.
[bookmark: _ji8139ljvby9]23. Cite 3 components of RDM, explain them and how they are correlated.
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1. RDM Policy and Strategy
· Explanation: This involves creating rules and plans that explain how research data will be managed in an organization. It outlines the principles, goals, and guidelines that everyone should follow when handling research data.
· Correlation: A well-defined RDM policy sets the direction for how data will be handled, which influences the development of business plans and sustainability efforts.
2. Business Plans and Sustainability
· Explanation: This component focuses on the financial, technical, and operational aspects needed to keep RDM systems and services running over time. It ensures that there is enough support and resources to maintain data management activities.
· Correlation: Business plans help support the RDM policy by ensuring that there are resources available to follow the guidelines. A sustainable RDM system makes it easier to provide training and support for researchers.
3. Guidance, Training, and Support
· Explanation: This involves offering help, training, and resources to researchers and data managers to improve their skills in managing research data. This support helps them understand best practices and how to apply them.
· Correlation: Effective guidance and training enhance researchers' ability to follow the RDM policy and strategy, implement data management plans, and use data repositories and catalogs effectively.
Summary
Together, these components create a strong framework for managing research data. The RDM policy guides the business plans, which ensure sustainability, while guidance and training empower researchers to manage their data effectively. This collaboration helps manage research data throughout its lifecycle, making it easier to access, share, and preserve.
[bookmark: _clz4cxtqnwl8]24. Which of the FAIR principles is related to Provenance. Explain what is provenance and why it is important.
Which FAIR Principle is Related to Provenance?
The FAIR principle related to Provenance is Reusability.
The FAIR principle related to Provenance is Reusability because:
· Understanding Origin: Provenance provides information about the origin of the data, including where it came from and who created it. This is crucial for researchers who want to determine if they can trust the data and if it’s appropriate for their needs.
· Citing Sources: Provenance includes details on who to cite and who owns the data. This is essential for proper attribution when reusing data in research. Knowing the original source ensures that creators receive credit for their work.
· Licensing Information: Provenance often includes licensing details, which inform users about how the data can be used, shared, or modified. Understanding these licenses is vital for legal and ethical data reuse.
· Assessing Suitability: By knowing the provenance, researchers can assess whether the data is suitable for their specific research questions or projects. If the data’s history aligns with their requirements, they are more likely to reuse it.
· Facilitating Collaboration: Provenance helps build trust among researchers. When the history and context of the data are clear, it encourages collaboration and sharing within the research community.
In summary, provenance directly impacts the ability to reuse data effectively and responsibly, making it a key aspect of the Reusability principle in the FAIR framework.
What is Provenance?
Provenance describes the origin of the data, including where it came from, who created it, who to cite, who owns it, the type of data, and the licenses associated with it.
Why is Provenance Important?
Provenance is important because it affects the assessment of whether we want to reuse the data or not. Knowing the provenance helps users determine the trustworthiness and reliability of the data. It provides essential information for making informed decisions about using the data in research, ensuring that proper credit is given, and understanding any restrictions associated with its use. This helps facilitate responsible data sharing and reuse within the research community.
[bookmark: _9gezs8k6ub9r]25. Explain 5 star models.
The 5-star model is a simple way to understand how good data is for sharing and reusing on the web. It rates data from 1 to 5 stars based on its accessibility and interoperability especially for machines. Here’s how it works, explained simply:
1-Star Data: Available on the web
Data is available on the web in any format PDF, EXCEL CSV etc. So just existing on the web gives one star.
Example: A pdf on the web is a good format for people, they can understand it but not so good for the machines.
2-Star Data: Structured data
The data is available in a structured format like an Excel or CSV. This makes it easier for computers to read and use the data.
3-Star Data: Open format
The data is in an open format that anyone can use (not locked to specific software), i.e CSV or JSON, instead of a format like Excel, which requires specific software.
4-Star Data: Uses URLs to identify things
The data uses URLs (web links) to identify specific things making it easy for both people and machines to locate and link specific pieces of data.
Example: A dataset that provides URLs linking to specific locations or concepts, such as linking a geographical name to its corresponding page on Wikipedia.
5-Star Data: Linked data
The data is connected to other datasets, so computers can link different pieces of information together. This makes it very powerful because data from different sources can be combined automatically to get richer information.
In summary, the more stars the data has, the easier it is for people and computers to access, share, and use it effectively!
[bookmark: _60r4d4pz7x1k]26. 2 examples of what FAIR data does not have to be (FAIR != fair)
FAIR principles =/= Algorithmic fairness

To be FAIR:
To apply/use FAIR principles
Focus on how data is managed, etc.

To be fair:
Evade bias
Focus on design and implementation

Example:
A police department makes its crime data FAIR by providing detailed metadata, publishing it in a public data repository, and using standardized codes for types of crimes and locations.
Despite being FAIR, if the data reflects historical biases (e.g., over-policing in certain neighborhoods), it may reinforce or perpetuate unfair stereotypes or biases when used in predictive policing algorithms. The data is FAIR in structure but not fair in representation.
[bookmark: _h5lkp0er7qrh]28. Student wants to publish his self-generated data, how does he choose his repository? Which licenses are possible? (the focus was on data sharing and repositories)
Choosing a Repository for Data Publishing:
· Type of Data: Choose a domain-specific repository (e.g., GenBank for genetics) if relevant, or a general repository like Zenodo or Figshare for broader datasets.
· FAIR Principles: Ensure the repository supports the FAIR principles (Findable, Accessible, Interoperable, and Reusable), offering features like DOIs and metadata standards.
· Institutional Repositories: Check if your university provides an institutional repository, which ensures compliance with internal policies.
· ⁠Repository Features: Look for data versioning, long-term preservation, and interoperability through open protocols.

[bookmark: _f0iaoiq6vtx9]29. Why do we cite data?
· Giving credits to the people who worked on gathering and publishing the data
· Reproducibility of the experiments
· Egoistical reasons (show solid basis) (provide evidence to show that this is a solid basis that we can work upon; we cite something to help us with our work, we can build on that – we don’t need to prove it ourselves
· prevent scientific misconduct: Examples of scientific misconduct:  " fabricated" (made up), "falsified" or "altered" data to "improve the outcome",			
[bookmark: _ld9h8qotorfl]30. Data citation principles 
· Importance: Data should be considered legitimate, citable products of research. Data citations should be accorded the same importance as publications.
· Evidence: Whenever and wherever a claim relies upon data, the corresponding data should be cited.
· Credit and Attribution: Data citations should facilitate giving credit and normative and legal attribution to all contributors to the data.
· Unique Identification: A data citation should include a persistent method for identification that is machine actionable
· Access: Data citations should facilitate access to the data themselves and to such associated metadata, documentation, code, and other materials, as are necessary for both humans and machines to make informed use of the referenced data.

EXAM 15.10.2024
1. All data is stored in a disc indestructible titanium disk that mimics DVD.
a) Which challenge does it avoid to which extent?
b) Which does not ?
2. a) What are the differences between data repositories and backup storage systems? Name three
b) Difference between open restricted closed and embargoed data
c) What is cool DOIs? Name three best practices to mint DOIs

Student wants to  publish openly his own data (tabular) and visuals he need you opinion for data management plan 
a) What licenses to use
b) Difference between domain specific metadata and domain independent metadata. Example
c) How does metadata domain specific or domain independent affects choosing repository 
d) How to make tabular data more interoperable. give 3 advices
e) How to explain the dataset better give 3 examples.
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